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The AI Council AI Roadmap/  National AI Strategy

“Establish the most 
trusted and pro 
innovation system for AI 
governance in the world.”



AI and Public Trust



AI and Ethics

“your scientists were so preoccupied with whether or not 
they could [create dinosaurs from prehistoric DNA] that 
they didn’t stop to think if they should.”



Delivery of the National AI Strategy



The National Data Strategy

Rights Relating to Automated Decision-Making (Article 22) 

 A data subject has the right to demand human intervention rather than 
having important decisions  made solely by algorithm

 A data controller must implement a process and the technical 
capabilities to 

• track all data relating to a data requestor in their systems
• vet an Article 22 request
• reverse the algorithm decision and 
• provide all information to a human decision-maker



A Candidate for Regulation



• AI should benefit people and the planet by driving inclusive growth, 
sustainable development and well-being.

• AI systems should be designed in a way that respects the rule of law, 
human rights, democratic values and diversity, and they should 
include appropriate safeguards – for example, enabling human 
intervention where necessary - to ensure a fair and just society.

• There should be transparency and responsible disclosure around AI 
systems to ensure that people understand AI-based outcomes and 
can challenge them.

• AI systems must function in a robust, secure and safe way 
throughout their life cycles and potential risks should be continually 
assessed and managed.

• Organisations and individuals developing, deploying or operating AI 
systems should be held accountable for their proper functioning in 
line with the above principles.

OECD AI Principles



The AI Risk Hierarchy
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AI Risk Toolbox



Future Skills 



Thank you!


