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Foundation for Science and Technology
Delivering the Al Strategy - the use of

new Al technologies in industry and the
public sector



House of Lords Reports on Al

D
9 Overnment ro.. “Partment for Digig)

Independent report

Growing the artificial intelligence

- -

industry in the UK

Fram: Department for Digital. Culture, Medla & Sport and Department
for Business, Energy & Industrial Strategy

Part of: Industrial strategy and UK and the Commonwealth

Published: 15 October 2017

This independent review, carried out by Professor Dame Wendy Hall
and Jérome Pesenti reports on how the Artificial Intelligence industry
can be grown in the UK.

o

HL Paper 199
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The fundamental technology...

Robot Layer

Supervised learning o, sassiner

Data

Machine Learming oyra) Ngtwiork™ o Y co
Deep Learning Augmented intelligence
Gonvolutional systems Antomation Smart

Unsupervised learning
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THAT WAS SURPRISINGLY
EASY. HOW COME THE
ROBOTIC UPRISING USED
SPEARS AND ROCKS
INSTEAD OF MISSILES
AND LASERS”

IF YOU LOQK TO
HISTORICAL DATA,
THE VAST MAJORITY
OF BATTLE-WINNERS
USED PRE-MODERN

= _

WEAPONRY.

Thanks to machine-learning algorithms,
the robot apocalypse was short-lived.




Al public policy and regulation in the UK

llustrative and non-exhaustive

Defence Science and
Technology Laboratory
I

Govermment body Govemment - links:

D STET PrassmarnoutsC ooy LUP. A1 rphts renred P’ s 1o e LK % P ok n g wmrry
B2 S350 T Tl 4 S
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The Al Council Al Roadmap/ National Al Strategy

UK Al COUNCIL

Al ROADMAP

The UK will only feel the full benefits of Al if all
parts of society have full confidence in the science
and the technologies, and in the governance and
regulation that enable them

A National Al Strategy is needed to
prioritise and set a time frame that will
position the UK for success

: HOUSE OF LORDS

a

National Al Strategy

“Establish the most
trusted and pro
innovation system for Al
governance in the world.”



Al and Public Trust

An Algorithm Determined UK Students' Grades. Chaos L
Ensued Weicome to the UK Border

This year's A-Levels, the high-stakes exams taken in high school, were canceled due to the pandemic. The alternative only SRERRRERL PP I
exacerbated existing inequities. & =

£ 3 SUSTAINABLE

= DEVELDPHENT G"-“m ALS
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Al and Ethics

“your scientists were so preoccupied with whether or not
they could [create dinosaurs from prehistoric DNA] that
they didn’t stop to think if they should.”

HOUSE OF LORDS
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Delivery of the National Al Strategy

National Al Strategy

The National Al Strategy has delivered so far..

Al
STANDARDS
HUB

Al and IP: copyright

. : . The roadmap to an
L iatont Stand?r;dnl;o;ar:egnocrlthm|c Fté:dégfaGPOTerrzs::g;h effective Al assurance Al Standards Hub Pilot
S el P y g ecosystem
Launched a Consultation

The CODO published a
pioneering standard for
algorithmic transparency,
making the UK one of the first
countries in the world to do
sa, and strengthening our
position as a world leader in
Al governance.

Chris Philp MP, Minister for
Tech and the Digital Economy,
announced at the GPAI
Ministerial Council meeting in
Paris a £1m fund for Data
Governance research;
involving 12 pilot partners in
fow and medium income
countries.

on copyright and patents
legislation for Al through
the IPO.

Published by the CDEI,
the roadmap to an effective
Al assurance ecosystem,
sets out the steps required
to build a world-leading Al
assurance ecosystem here
in the UK.

Announced The Alan Turing
Institute, supported by the BSI
and NPL, will pilot the Al
Standards Hub, aiming to
increase UK contribution to
development of global Al
technical standards.

Visit GOV.UK to learn more about our Al announ

‘@officeforai

' HOUSE OF LORDS
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The National Data Strategy

artment for . p . . .
Digital, Culture Rights Relating to Automated Decision-Making (Article 22)

Media & Sport

» A data subject has the right to demand human intervention rather than
having important decisions made solely by algorithm

Data: A new direction

» A data controller must implement a process and the technical
capabilities to
track all data relating to a data requestor in their systems
vet an Article 22 request
reverse the algorithm decision and
provide all information to a human decision-maker

10 September 2021

NMational
Data
51:rateg:»,nr

i#:'@g.h
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A Candidate for Regulation

THE SUNDAY TIMES

M VIDEO

EU to regulate face recognition as privacy threat

Simon Taylor. Brussels

August 23 2019, 5:00pm. The Times

. IS < -
Predictive policing poses discrimination ri
thinktank warns
Machine-learning algorithms could replicate or amplify bias on race, sexuality and age

Jamie Grierson Home affairs correspondent
Mon 16 Sep 2019 00.01 BST

HOUSE OF LORDS
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The Human
Rights, Big Data
and Technology
Project

A

Independent Report on the

London Metropolitan Police

Service’s Trial of Live Facial
Recognition Technology

Authors: Professor Pete Fussey & Dr. Daragh Murray
July 2019

Human
Rights University of Essex
Centre

B

House of Commons

Science and Technology
Committee

The work of the
Biometrics Commissioner
and the Forensic

Science Regulator

Nineteenth Report of Session 2017-19

Report, together with formal minutes
relating to the report

Ordered by the House of Comimans
10 be printed 17 July 2019

HE 1870
Published on 18 July 2019
by authority of the House of Commers




OECD Al Principles

)

Recommendation of the Council on #
Artificial Intelligence 4

OECD Legal o
Instruments 4

@) OECD

¥ HOUSE OF LORDS

Al should benefit people and the planet by driving inclusive growth,
sustainable development and well-being.

Al systems should be designed in a way that respects the rule of law,
human rights, democratic values and diversity, and they should
include appropriate safeguards — for example, enabling human
intervention where necessary - to ensure a fair and just society.

There should be transparency and responsible disclosure around Al
systems to ensure that people understand Al-based outcomes and
can challenge them.

Al systems must function in a robust, secure and safe way
throughout their life cycles and potential risks should be continually
assessed and managed.

Organisations and individuals developing, deploying or operating Al
systems should be held accountable for their proper functioning in
line with the above principles.



The Al Risk Hierarchy

Voluntary Business

Standards

Regulation

=

pe
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Regulation

Legislation

Applications with an untenable
potential for harm

Level 5

complete or partial ban of an
algorithmic system

Applications with serious potential
for harm

Applications with
regular or significant
potential for harm

Level 2

Beginning of specific regulation

Applications
with zero or
negligible
potential for
harm

additional measures such as live
interface for “always on“ oversight by
supervisory institutions

additional measures such as
ex-ante approval procedures

measures such as formal and
substantive requirements (e.g. transpar-
ency obligations, publication of a risk
) or itori

(e.g. disclosure obligations towards
supervisory bodies, ex-post controls,
audit procedures)

no special measures




Al Risk Toolbox

Guidance on
the Al auditing
framework

Draft guidance for consultation

ico.

Information Commissioner’s Office:

HOUSE OF LORDS

P

Human Rights,
Democracy,

and the Rule of Law
Assurance Framework

lllustration of tools for accountability, by risk level
N for Al Systems:

Illustrative tools 8l A proposal prepared for the

&l Council of Europe’s Ad hoc
\r Committee on Artificial
Intelligence

Regulation, risk and impact
assessments, conformity
assessments, standards, audits,
certifications, assurances, codes of

conduct

&
&

E Risk assessments,
é:; standards,
~ certifications,
assurances

A

OECDpublishing

TOOLS FOR
TRUSTWORTHY Al
A FRAMEWORK TO COMPARE
IMPLEMENTATION TOOLS FOR
TRUSTWORTHY Al SYSTEMS

OECD DIGITAL ECONOMY
PAPERS

June 2021 No. 312



Future Skills

2 E

3o
og
3
3
=%

Skills for Jobs:

Lifelong Learning Collective Ji:
for Opportunity and . )
Growth aFt!on fora

digital world

January 2021

Annual Review 2020-21

33333

YouGov
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Thank you!
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